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KEEL (Knowledge Extraction based on Evolutionary Learning) is an open source (GPLv
software tool which empowers the user to assess the behavior of evolutionary learning ¢
Computing based techniques for different kinds of DM problems: regression, classification, clt
pattern mining and so on. KEEL is being developed under the Spanish National Projects T
04036-C05, TIN2005-08386-C05 and TIN2008-06681-C06 with the collaboration of the six f
Spanish Research Groups:
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7| KEEL description

KEEL is a software tool to assess EAs for DM problems including regression, classification, clt
pattern mining and so on. The version of KEEL presently available consists of the following
blocks:

e Data Management

This part is composed by a set of tools that can be used to build new data, export an«
data in other formats to KEEL format, data edition and visualization, apply transfor
and partitioning to data, etc...
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This feature allows you to view detailed mformation abowt an existing DataSet. Information changes across the three tabs that appear n this
window:

1. DataSet View

DataSet View allows you to load a DataSet file (in KEEL's format) by clicking on the 'Browser' button and view its content. It is simmil
~ This option allowes you to visualize existing KEEL Format datasets

e Design of Experiments

The aim of this part is the design of the desired experimentation over the selected d:
It provides options for many choices: type of validation, type of learning (classi
regression, unsupervised learning, subgroup discovery), etc...
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Experiment graph

The experiment graph shows the components of the current expeniment and describes the relationships between them. The user can add new components by using the left mem
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e Design of Imbalanced Experiments

The aim of this part is the design of the desired experimentation over the
imbalanced data sets. These experiments are created for 5cfv datasets and include
algorithms for imbalanced data and general classification algorithms.
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Experiment graph

The experiment graph shows the components of the current experiment and describes the relationshups between them, The user can add new components by using the left men
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e Statistical Tests
KEEL is one of the fewest Data Mining software tools that provides to the rese:
complete set of statistical procedures for pairwise and multiple comparisons. Inside t
environment, several parametric and nonparametric procedures have been codec
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should help to contrast the results obtained in any experiment performed with the ¢

tool.

-~ KEEL Tool for Statistical Analysis
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KEEL Tool for Statistical Analysis

e FEducational Experiments
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With a similar structure to the Design of Experimets part, allows us to design an exf
which can be step-by-step debugged in order to use this as a guideline to show the
process of a certain model by using the platform with educational objectives.

-"Educational

Experiment Management
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Taking into account each one of the function blocks, KEEL can be useful by different types
which expect to find determined features in a Data Mining (DM) software.

In the following, we describe the user profiles who it is designed for, its main features
different ways of working integrated in the software tool.

7| User Profiles

KEEL is an integration of an environment with a defined architecture and a developi
knowledge extraction as expandable modules. It is mainly intended for two categories o
researchers and students. Either group has a different set of needs:

e KEEL as a research tool

The most common use of this tool for a researcher will be the automated exec
experiments, and the statistical analysis of their results. Routinely, an experimenta
includes a mix of evolutionary algorithms, statistical and Al-related techniques. Spe:
was taken to make possible that a researcher can use KEEL to assess the relevanc
own procedures. Since the actual standards in machine learning require heavy compt
work, the research tool is not designed to offer a real-time view of the progres:
algorithms, it is designed to rather generate a script and be batch-executed in a cl
computers. The tool allows the researcher to apply the same sequence of pre-pro
experiments and analysis to large batteries of problems and focus his attentior
summary of the results.

e KEEL as an educational tool

The needs of a student are quite different to those of a researcher. Generally speak
objective is no longer that of making statistically sound comparisons between alg
There is no need of repeating each experiment a large number of times. If the tool
used in class, the execution time must be short and a real-time view of the evolutio
algorithms is needed, since the student will use this information to learn how to ad
parameters of the algorithms. In this sense, the educational tool is a simplified versic
research tool, where only the most relevant algorithms are available. The execution
in real time. The user has a visual feedback of the progress of the algorithms, and cai
the final results from the same interface used to design the experimentation.

Both types of user require an availability of a set of features in order to be interested in usir
Then, this is when we describe the main features of the KEEL software tool.

7| Main Features

KEEL is a software tool developed to ensemble and use different DM models. We would like to
that this is the first software toolkit of this type containing a library of evolutionary
algorithms with open source code in Java. The main features of KEEL are:

e Evolutionary Algorithms (EAs) are presented in predicting models, pre-processing (evol
feature and training set selection) and post-processing (evolutionary tuning of fuzzy rules).

e [t includes data pre-processing algorithms proposed in specialized literature: data transfoi

discretization, training set selection, feature selection, imputation methods for missing val
noisy data filtering methods.
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e [t has a statistical library to analyze algorithms' results. It comprises a set of statistical
analyzing the normality and heteroscedasticity of the results and performing parametric a
parametric comparisons among the algorithms.

e Some algorithms have been developed by using a Java Class Library for Evolutionary Com,
(JCLEC)

e [t provides an user-friendly interface, oriented to the analysis of algorithms.

e The software is aimed to create experimentations containing multiple data sets and alc
connected among themselves to obtain a result expected. Experiments are independentl
generated from the user interface for an off-line run in the same or other machines.

e KEEL also allows to create experiments in on-line mode, aiming an educational support in
learn the operation of the algorithms included.

e [t contains a Knowledge Extraction Algorithms Library, remarking the incorporation of
evolutionary learning algorithms, together with classical learning approaches. Th
employment lines are:

o Different evolutionary rule learning models have been implemented

o Fuzzy rule learning models with a good trade-off between accuracy ai
interpretability.

o Evolution and pruning in neural networks, product unit neural networks, and rad
base models.

o Genetic Programming: Evolutionary algorithms that use tree representations 1
extracting knowledge.

o Algorithms for extracting descriptive rules based on patterns subgroup discove
have been integrated.

o Data reduction (training set selection, feature selection and discretization). EAs 1
data reduction have been included.

Members of the KEEL project

7] University of Granada (Subproject TIN2008-06681-C06-01)

The head of group is Ph.D. Francisco Herrera Triguero of Department of Computer Science and Atrtificial Ini
University of Granada.

This group is the coordinating node in the development of KEEL.

Ph.D. Herrera Triguero, Francisco (IP)
Ph.D. Alcala Fernandez, Jesus

Ph.D. Alcala Fernandez, Rafael

Ph.D. Bull, Larry

Ph.D. Casillas Barranquero, Jorge

Mr Derrac Rus, Joaquin

Ph.D. Fernandez Hilario, Alberto
Ph.D. Garcia Lopez, Salvador

Ms. Lopez Morales, Victoria

Mr. Luenao Martin. Julian

University of Granada

University of Granada

University of Granada

University of the west of England, Br
University of Granada

University of Granada

University of Jaén

University of Jaén

University of Granada

Universitv of Granada
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University of Granada
University of Valladolid
University of Granada
University of Granada
University of Granada

The head of group is Ph.D. Maria José Del Jesus of Department of Computer Science of the University of Jaen.

Ph.D. Del Jesus, Maria José (IP)
Mr. Aguilera Garcia, José Joaquin
Mr. Berlanga Rivera, Francisco José
Ph.D. Cano de Amo, Jose Ramon
Ph.D. Gonzalez Garcia, Pedro
Ph.D. Pérez Godoy, M° Dolores
Ph.D. Rivas Santos, Victor Manuel
Ph.D. Rivera Rivas, Antonio Jesus

7] University of Cordoba (Subproject TIN2008-06681-C06-03)

arivera@ujaen.es

University of Jaé
University of Jaé
University of Jaé
University of Jaé
University of Jaé
University of Jaé
University of Jaé
University of Jae

The head of group is Ph.D. Sebastian Ventura Soto of Department of Computer Science and Numerical

University of Cordoba.

Ph.D. Ventura Soto, Sebastian (IP)
Mr. Fernandez Caballero, Juan Carlos
Mr. Gonzalez Espejo, Pedro

Mr. Gutiérrez Pefia, Pedro Antonio
Ph.D. Hervas Martinez, César

Ph.D. Martinez Estudillo, Francisco
Ph.D. Martinez Estudillo, Alfonso Carlos
Ph.D. Pechenizkiy, Mykola

Ph.D. Romero Morales, Cristébal
Ph.D. Romero Salguero, José Radl
Ph.D. Zafra Gobmez, Amelia

7] University of Oviedo (Subproject TIN2008-06681-C06-04)

The head of group is Ph.D. Luciano Sanchez Ramos of Department of Computer Science of the University of Ov

Ph.D. Sanchez Ramos, Luciano (IP)
Ph.D. de la Cal, Enrique Antonio
Mr. Junco Navascues, Luis

Ph.D. Otero Rodriguez, José
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Mrs. Suarez Fernandez, M. de Rosario mrsuarez@correo.uniovi.es University of O\
Ph.D. Villar Flecha, Jose Ramon villarjose@uniovi.es University of Oy

7] University Ramon Llull (Subproject TIN2008-06681-C06-05)

The head of group is Ph.D. Ester Bernadé Mansilla of Department of Computer Science of the University Ramor

Ph.D. Bernadd Mansilla, Ester (IP) esterb@salleur].edu University Ramon Llull
Ph.D. Bacardit Pefarroya, Jaume ibacardit@sallelJRL.esu University Ramon Llull
Mr. Camps Dausa, Joan joanc@salleURL edu University Ramon Llull
Mr. Farguell Matesanz, Enric efarguell@salle.url edu University Ramon Llull
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7] University of Huelva (Subproject TIN2008-06681-C06-06)

The head of group is Ph.D. Antonio Peregrin Rubio of Department of Computer Science of the University of Hue

Ph.D. Peregrin Rubio, Antonio (IP) peregrin@diesia uhu es University o
Mr. Lopez Gémez, Ignacio nacho@dti uhu.es University o

Ph.D. Marquez Hernandez, Francisco Alfredo afredo.marque iesia.uhu.es University o
Ph.D. Moreno Velo, Francisco José francisco.moreno@dti.uhu.es University o
Mr. Rodriguez Roman, Miguel Angel miguel rodriguez@dti.uhu es University o
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