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Abstract

Gray scale edge detection can be modeled using Fuzzy Sets and, in particular, Interval-Valued Fuzzy Sets.
This work is focused on studying the performance of several Interval-Valued Fuzzy Sets construction
methods for detecting edges in a gray scale image. These construction methods are based on considering
information related to the neighborhood of each point. Thus, several construction methods are proposed
and tested, showing the approach performing better.
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1. Introduction

Edge detection plays an important role in the field

of binary, grayscale or colour image processing. An

edge is defined as a set of connected pixels that

lie on a particular boundary between two regions.

Edges characterize object boundaries and are useful

for segmentation, feature extraction, and identifica-

tion of objects in an image. Edges are mainly under-

stood as the lack of continuity in an image. There-

International Journal of Computational Intelligence Systems, Vol. 8, Supplement 2 (2015), 16-27

Co-published by Atlantis Press and Taylor & Francis
Copyright: the authors

16



A. Bouchet et al.

fore, edge detection refers to the process of locating

discontinuities in an image 1.

There are many different approaches to edge

detection with the aim to extract contour features.

Classical edge detectors are based on a discrete dif-

ferential operator 2, derivatives 3 or wavelet trans-

formations 4, among others.

In addition, there are several approaches to edge

detection based on statistical inference. In this case

edge detection is data driven instead of model based
5. However, the performance of most of these clas-

sical methods degrades with noise. In this context,

Mathematical Morphology (MM) provides an alter-

native approach to image processing based on con-

cepts of set theory, topology, geometry and algebra
6,7,8. The basis of MM is to compare the objects of

interest with a set of predefined and known geom-

etry, called Structuring Element. In addition, edge

detection depends on the shape and size of this struc-

turing element. Fuzzy Mathematical Morphology

(FMM) 9 has emerged as an extension of the MM’s

binary operators to gray level images, by redefining

the set operations as fuzzy set operations, based on

the theory of Fuzzy Sets (FS) 10. It is inspired by the

observation that both greyscale images and FS are

modeled as mappings from a universe into the unit

interval [0,1].

On the other hand, it is well known that some

construction methods associated to the so called

Interval-Valued Fuzzy Sets (IVFSs) are very useful

in detecting edges in gray scale images 11, 12 ,13.

IVFSs 14 are based on generalizing the membership

function as a closed interval in [0,1]. They present

a huge number of applications to many different do-

mains 15.

The aim of this paper is to compare different im-

age edge detection methods based on a construction

method for Interval-Valued Fuzzy Relations (IVFR).

It is a natural approach as in edge detection is neces-

sary to take into account the influence of neighbor-

ing data on the data itself.

The remainder of the paper is structured as fol-

lows. Section 2 revises basic concepts related to

IVFSs. Section 3 describes basic concepts regarding

the construction of Interval-Valued Fuzzy Relations.

In Section 4 the weighted construction method for

IVFR is presented. Section 5 establishes the relation

between IVFR and edge detection. Finally, Section

6 draws some experiments and Section 7 the main

conclusion of this work are highlighted.

2. Interval-Valued Fuzzy Sets

IVFS 14 are extensions of classical Fuzzy Sets (FS)
16. A FS is defined by a function μ that maps each

element x ∈ X onto a value μ(x)∈ [0,1]. In contrast,

an IVFS is defined as follows

Definition 2.1 An IVFS in the finite set X, A, is de-
fined by the membership function:

A : X → L([0,1]).

L([0,1]) denotes the set of all closed subintervals of
[0,1]:

L([0,1]) = {[al,au]|(al,au) ∈ [0,1]2 and al � au}.

Fuzzy Relations (FR) generalize the notion of re-

lations in the same way as fuzzy sets generalize the

concept of set. While a crisp relation represents the

presence or absence of interconnectedness between

the elements of two sets, FR allow different degrees

or strengths between elements. These degrees are

represented by membership grades in a FR in the

same way as degrees of set membership are repre-

sented in a fuzzy set. FR are defined as follows.

Definition 2.2 Let X and Y be two finite sets. Each
R : X ×Y → [0,1] defines a FR.

FR are extended to Interval-Valued Fuzzy Rela-

tions (IVFRs) as follows.

Definition 2.3 Let X and Y be two finite sets. An
IVFR R is defined by the membership function R :

X ×Y → L([0,1]).

An IVFR can be denoted by

R = {((x,y),R(x,y))|x ∈ X ,y ∈ Y}, (1)

where R(x,y) is the degree of strength of the relation

between x and y represented by an interval.
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Let X = {0,1, . . . ,P−1} and Y = {0,1, . . . ,Q−
1} be two finite universes, then the FRs are de-
scribed by matrices in the following way

R=

⎛
⎜⎜⎝

R(0,0) R(0,1) · · · R(0,Q−1)
R(1,0) R(1,1) · · · R(1,Q−1)
· · · · · · · · · · · ·

R(P−1,0) R(P−1,1) · · · R(P−1,Q−1)

⎞
⎟⎟⎠ .

3. Construction of IVFR

A way to construct an IVFR is to consider the mem-

bership degree of an element as an interval repre-

senting the variation between the membership de-

grees of such element and its neighbors in the orig-

inal FR11. This construction method is briefly de-

scribed in this section.

The IVFR construction method is based on two

constructors (called lower and upper constructors) in

order to obtain the limits of each interval. In addi-

tion, it involves t-norms and t-conorms 17,18 which

are well known generalizations of conjunction and

disjunctions in classical logic. Definitions 3.1, 3.2

and 3.3 establish the basic method to construct an

IVFR.

According to 11, the basic method to construct an

IVFR from a FR is to associate an interval to each el-

ement of the initial relation. In order to generate the

lower and upper bounds of each interval, the con-

cepts of lower and upper constructors are introduced

as follows.

Definition 3.1 Consider X = {0,1, . . . ,P− 1} and
Y = {0,1, . . . ,Q− 1} two universes, R ∈ F(X ×Y )
a FR, two t-norms T1, T2, two t-conorms S1, S2, and
n,m ∈ N such that n � P−1

2
and m � Q−1

2
. Then,

• Ln,m
T1,T2

: F(X ×Y ) → F(X ×Y ) is the lower con-
structor associated to T1,T2,n and m. It is defined
by:

Ln,m
T1,T2

[R](x,y) =
m
n

T1
i=−n
j=−m

(T2(R(x− i,y− j),R(x,y))), (2)

• Un,m
S1,S2

: F(X ×Y ) → F(X ×Y ) is the upper con-
structor associated to S1,S2,n and m. It is defined
by

Un,m
S1,S2

[R](x,y) =
m
n

S1
i=−n
j=−m

(S2(R(x− i,y− j),R(x,y))), (3)

∀(x,y) ∈ X × Y , where i, j take values such that
0 � x− i � P−1 and 0 � y− j � Q−1.

The neighborhood considered to construct the
IVFR is represented by a (2n+ 1)× (2m+ 1) ma-

trix. In addition,
n
T

i=1
xi = T (x1, . . . ,xn).

From lower and upper constructors the IVFR

relation is constructed as the following definition

states.

Definition 3.2 Consider R ∈ F(X × Y ) be a FR,
Ln,m

T1,T2
[R] a lower constructor and Un,m

S1,S2
[R] an upper

constructor, then Rn,m is defined by:

Rn,m(x,y) = [Ln,m
T1,T2

[R](x,y),Un,m
S1,S2

[R](x,y)], (4)

for all (x,y) ∈ X ×Y is an IVFR from X to Y .
The last step is to obtain another FR from the

IVFR obtained according to Definition 3.2.

Definition 3.3 Let Ln,m
T1,T2

[R] be a lower constructor
and let Un,m

S1,S2
[R] be an upper constructor, them the

W-fuzzy relation associated to them is obtained by:

W [Rn,m](x,y) =Un,m
S1,S2

[R](x,y)−Ln,m
T1,T2

[R](x,y). (5)

As it can be deduced from previous definitions,

both lower and upper constructors depend on t-

norms and t-conorms and on the shape and size of

the considered vicinity. In 11 it is analyzed the effect

of using different t-norms and t-conorms and differ-

ent sizes of the submatrix defining the neighborhood

(different values for n and m) around each element

of a FR on the IVFR.

4. Weighted construction of IVFR

In the method developed in 11, the lower and upper

constructors are obtained taking into account that the

influence of all the elements in the considered vicin-

ity is the same.
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However, it makes sense to think that the influ-

ence of an element closer to an element should be

higher than the influence of other farther element in

the vicinity. In this section we try to model this fact.

In other words, our goal is to obtain the final

lower and upper constructors as a combination of

lower and upper constructors in such a way that the

smaller constructors have more strength13. This pro-

cedure is introduced in the following definition.

Definition 4.1 Given two finite universes of nat-
ural numbers X = {0,1, . . . ,P − 1} and Y =
{0,1, . . . ,Q− 1}, R ∈ FR(X ,Y ) a fuzzy relation in
X ×Y , two t-norms T1, T2, two t-conorms S1, S2, and
n,m ∈ N such that n � P−1

2
and m � Q−1

2
, for any

i = 1,2 . . . ,max(n,m) we can consider the two fuzzy
relations Li[R] and Ui[R] defined by

Li[R](x,y) = Lmin(i,n),min(i,m)
T1,T2

[R](x,y) (6)

and

Ui[R](x,y) =Umin(i,n),min(i,m)
S1,S2

[R](x,y) (7)

In the next step these values are weighted in an

appropriate way. Thus, the final lower and upper

constructors associated to any fuzzy relation R ∈
FR(X ×Y ) are obtained as follows:

L[R](x,y) =
k

∑
i=1

wiLi[R](x,y) (8)

and

U [R](x,y) =
k

∑
i=1

wiUi[R](x,y), (9)

where k denotes the maximum of n and m.

Finally, it is necessary to determine the weights

wi such that they satisfy wi � wi+1, so the smaller

neighborhoods have more strength. The weights

proposed in this paper are based on assigning a dif-

ferent value to each point in the neighborhoods. We

have considered three cases:

• Average of the k neighborhoods:

wi =
1

k
, i = 1, . . . ,k, wi ∈ (0,1). (10)

• An equidistant version of the weights with a con-

stant increase given by the next restrictions:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

k

∑
i=1

wi = 1,

wi ∈ (0,1), i = 1, . . . ,k,
wi −wi+1 =C, i = 1, . . . ,k−1,
wk =C,

(11)

where C ∈ (0,1) is a constant. With some calcu-

lation 13, the expression of the weights is

wi =
2(k− i+1)

k(k+1)
, i = 1, . . . ,k. (12)

• A constant relation between two consecutive

weights, given N ∈ N\{1}:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

k

∑
i=1

wi = 1,

wi ∈ (0,1), i = 1, . . . ,k,
wi/wi+1 = N, i = 1, . . . ,k−1,
wk =C,

(13)

where C ∈ (0,1) is a constant. From these condi-

tions it follows than wi = Nk−iC for all i. Thus,

after some calculations 13, the expression of the

weights is reached as follows:

wi = Nk−i N −1

Nk −1
, i = 1, . . . ,k. (14)

Note that the bigger the value of N, the greater the

importance on the central pixels. Moreover, note

that the case N = 1 is not considered, because in

that case the weights are selected according to the

average of the k neighborhoods method.

Once the values of the weights are calculated,

and therefore, both lower and upper constructors, the

remaining steps of the method in Section 3 (Defini-

tions 3.2 and 3.3) must be applied in order to get the

new IVFR and the W-fuzzy relation.

It should be noted that the fact of using weights

cause the appearance of some values very close to 0

or 1, but not the own value. The reason is that the use

of the biggest neighborhoods can make a little influ-

ence in such value. To avoid this situation, a smooth-

ing step is used such that the final W-fuzzy edge im-

age W is modified with some cut point α ∈ (0,0.5).
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Given W a fuzzy relation, the smoothing step

with cut point α ∈ (0,0.5) is carried out as follows:

1. If W (x,y)< α , then W α(x,y) = 0.

2. If W (x,y)> 1−α , then W α(x,y) = 1.

3. For the remaining values in the closed inter-

val [α,1−α], they are expanded to the closed

interval [0,1] keeping the original proportion:

W (x,y)→W α(x,y) =

0.5+
1

1−2α
(W (x,y)−0.5). (15)

The reason to take values in the interval (0,0.5)
lies in the fact that when α → 0, the smoothing step

leads us to the method without such step, as sets of

points modified by parts 1 and 2 of it tends to the

empty set. Meanwhile, the remaining values get the

modification:

W α(x,y)

−−−→
α→0

0.5+(W (x,y)−0.5) =W (x,y). (16)

If the value α where greater or equal to 0.5, it would

make no sense to apply the smoothing step, as there

would be pixels whose value must be changed to 0

(step 1) and to 1 (step 2) at the same time.

The scheme of the weighted method 13 with

the smoothing step receives as input a fuzzy rela-

tion R ∈ FR(X ,Y ), the dimensions of the neigh-

borhood to construct the upper and lower construc-

tors (n,m ∈ N), two t-norms, two t-conorms and the

value of α . It produces as output a W-fuzzy relation,

W α ∈ FR(X ,Y ). The algorithm applies Definition

4.1 to compute each Li[R] and Ui[R] and conputes wi
for each i ∈ 1, . . . ,max(n,m). Finally, it constructs

Rn,m
T1,T2,S1,S2

from L and U according to Definition 3.2.

W is then computed from this Rn,m
T1,T2,S1,S2

(see Defi-

nition 3.3). The last step computes W α from W .

In the experimentation carried out in the next

section, the influence of α , along with the compari-

son of this new approach with the non-weighted one

are analyzed with a grey scale database.

5. IVFR and Fuzzy Mathematical Morphology

In this section it is studied how the IVFR construc-

tion methods can be used in gray image edge detec-

tion problems and the link between IVFR and FMM.

The main objective of the MM is to extract infor-

mation of the geometry and topology of an unknown

set in an image. The key of this methodology is the

Structuring Element, a small set completely defined

with a known geometry, which is compared to the

whole image7. FMM combines MM and fuzzy set

theory to extend the applicability of this model by

adding the ability to handle uncertainty 19, 20, 21, 22,

23.

Thus, both the images and the structuring ele-

ments are represented as fuzzy sets. The following

definition states what a gray scale image is in terms

of a fuzzy set.

Definition 5.1 A gray scale image μ whose dimen-
sions are P×Q pixels, is a FR where the finite sets
used are X = {0,1, . . . ,P−1} and Y = {0,1, . . . ,Q−
1}.

The definition of the structuring element ν is

straightforward as it is a restriction of an image to

a set of pixels. Then basic operators are defined as

follows.

Definition 5.2 (21,24) Let μ be a gray scale image
and let ν be an structuring element. Then the Fuzzy
Morphological Dilation and Fuzzy Morphological
Erosion of the image μ by the SE ν are defined re-
spectively as:

δ (μ,ν)(x) = supy∈U [t(μ(y),ν(y− x))],

ε(μ,ν)(x) = in fy∈U [s(μ(y),c(ν(y− x)))],

where t(a,b) is a t-norm, s(a,b) is a t-conorm and
c(a) = 1−a is the fuzzy complement operator.

Gradient operators are used in segmentation be-

cause they enhance intensity variations in image.

These variations are assumed to be edges of objects.

This is why gradients are also called ”edge detec-

tors”. They are presented in the following definition.

Therefore, a gray image μ is represented as a FR.

At the same time it is possible to obtain an IVFR

from a FR. Therefore, it is also possible to construct
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edge detectors that can be understood as gradient op-

erators from a MM point of view. Let’s introduce the

concept of morphological gradient.

Definition 5.3 (21,7) Let μ be a gray scale image
and let ν be an SE, then

• The basic morphological gradient of the image μ
by the SE ν is:

GradD,E(μ,ν) = δ (μ,ν)− ε(μ,ν).

• Internal gradient of the image μ by the SE ν is:

GradE(μ,ν) = μ − ε(μ,ν).

• External gradient of the image μ by the SE ν is:

GradD(μ,ν) = δ (μ,ν)−μ.

Gradient by erosion detects edges in the posi-

tions of lower gray levels in the edges while Gra-

dient by dilation detects edges in the positions of

higher gray levels in the edges. In addition, the mor-

phological gradient grouped the results of these two

operators, getting thicker contours.

On the other hand, as gray scale images can

be represented by FRs according to Definition 5.1,

from the outputs produced by the IVFR construc-

tion method we can define three different edge op-

erators using these constructors. These constructors

represent the three gradients afore and are defined as

follows

Definition 5.4 Consider a gray scale image μ and
the structuring element defined by n and m, then the
following gradients can be defined:

• Gradient:

Rn,m =Un,m
SM ,SP

−Ln,m
TM ,TP

. (17)

• Internal Gradient (obtained from Lower Con-
structor):

μ −Ln,m
TM ,TP

. (18)

• External Gradient (obtained from Upper Con-
structor:

Un,m
SM ,SP

−μ. (19)

Figure 1 shows the effect of the gradient, internal

and external gradients on an image.

Note that the image obtained from the lower con-

structor (the internal gradient) represents a darker

version of the original image. Depending on the t-

norms chosen, this image can be more or less dark.

Depending on the pair of t-norms selected, different

lower constructors are obtained. Figure 2 shows the

effect of different t-norms on the lower constructor.

When the minimum t-norm is applied ( TM = T1 = T2

in Equation 6), the image obtained by the lower con-

structor is shown in the top-right part of Figure 2.

Note that the edges are well defined in this case.

When T1 = TP (product t-norm) and T2 = TM the

image obtained by the lower construction is darker

than the original one (bottom-left image). When

T1 = T2 = TP the lower constructor produces a al-

most a black image, being the darkest one (bottom-

right figure) .

On the other hand, the image produced by the up-

per constructor represents a brighter version of the

original image. As for the lower constructor, de-

pending on the t − conorms this image can be more

or less bright. Figure 3 shows the effect of different

t-conorms on the upper constructor. When the max-

imum t-conorm is applied ( SM = S1 = S2 in Equa-

tion 7), the image obtained by the upper constructor

is shown in the top-right part of Figure 3. Note that

the edges are well defined in this case and the im-

age is brighter than the original one. When S1 = SP
(probabilistic sum ) and S2 = SM the image obtained

by the upper construction is brighter than both the

original one and the obtained with the maximum t-

conorm (bottom-left image). When S1 = S2 = SP the

upper constructor produces a almost a white image,

being the brightest one (bottom-right figure) .

Finally, the W-fuzzy edge image represents the

difference of contrast between both constructors.

The edges can be identified in this image. Figure

4 shows and example of a W-fuzzy image using

S1 = SM, S2 = SP, T1 = TM and T1 = TP.

6. Experiments

The W -fuzzy image as well as the edge images pro-

duced by both lower and upper constructors can be
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Figure 1: Original image (top left), gradient (top right), internal gradient (bottom left) and external gradient

(bottom top).

powerful tools in detecting edges for gray scale im-

ages.

The goal of this section is to compare the edge

images obtained by lower and upper constructors

and also the W -fuzzy one.

To make such experimentation, the Berkeley Seg-
mentation Dataset 25 is used. This database contains

original images and its corresponding edge images.

The first 25 images from the test set were selected,

whose dimensions are 481×321 (or 321×481) pix-

els.

The comparison is performed in terms of the

least squares estimator by comparing respectively

the image produced by the lower constructor, the

upper constructor and the W-fuzzy image to ideal

image obtained from the dataset. In addition,

the t-norms and t-conorms are the standard ones

(Minimum-Maximum).

In addition, as the behavior of weighted methods

against non weighted are studied in 13, we restrict

ourselves to the comparison among the three edge

images (the obtained from lower, upper constructors

and the fuzzy image) depending on the considered

parameters.

Therefore the different configurations analyzed

for the weighting methods are:

• Methods to obtain weights: average (A),

equidistant method (E) and constant relation

method with (C) N = 2,3,4,5 (II, III, IV, V).

• Number of neighborhoods: k = 2, k = 3 or k = 4

(2,3,4).

• Smoothing step parameter value: α ∈
{0,0.05,0.1, . . . ,0.4,0.45}.

Figure 5 compares the performance in detecting

edges of the internal gradient (lower constructor)

with different weighting methods.

Left part of Figure 5 shows the performance of

the fuzzy image (that is, the gradient) in detecting

edges when two neighborhoods are considered. In

the same way, graphs at the middle (right) part of

Figure 5 represent the performance of the fuzzy im-

age in detecting edges when three (four) neighbor-

hoods are considered.
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Figure 2: Comparative of lower constructors depending on different t-norms. TP is the product t-norm and TM

the minimum.

For these three images (and also for the forth-

coming) X-axis represents the different values of α ,

Y -axis contains the average over the 25 figures of the

least square estimator (note that the lowest the error,

the best the method). Finally, each line represents

a different weighting method (average (A), equidis-

tant method (E) and constant relation method with

(C) N = 2,3,4,5 (C2, C3, C4, C5).

As it can be seen from the different figures,

the best methods to obtain weights are the con-

stant ones independently of the number of neighbor-

hoods considered and the smoothing levels. In ad-

dition, it seems that the fuzzy image obtained using

two neighborhoods has the lowest error. Regarding

smoothing levels, the best are around 0.25.

When studying the behavior of the upper con-

structor (Figure 6) it is obtained exactly the same

behavior. This situation remains when the behavior

of the W -image is studied (see Figure 7). However,

note that the error obtained by the approach based

on the fuzzy image is the worst as the error obtained

is the highest.

Therefore, let’s analyze more in depth the be-

havior of the other two approaches. Figure 8 re-

spectively shows the behavior of the best weighting

method (C5) when 2, 3 or 4 neighborhoods are con-

sidered for upper and lower constructors.

X axis represents different α values and Y axis

the value of the error. In boh cases, the configura-

tion performing better is the one using two neigh-

borhoods and α = 0.25. In addition, as the lowest

error is associated to the images produced by the

upper constructor, it is possible to conclude that for

this data set the best method to detect edges is the
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Figure 3: Comparative of lower constructors depending on the t-conorms. SP is the probabilistic sum t-conorm

and SM the maximum

Figure 4: W-fuzzy images with W [M,P] =Un,m
SM ,SP

−Ln,m
TM ,TP

.

one based on the upper constructor, weighting two

neighborhoods with method C5 and α = 0.25.

7. Final Remarks

This paper explores the links between FMM and

IVFR. In addition different methods to construct
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Figure 5: Performance of the lower constructor when 2 (left), 3 (middle) or 4 (right) neighborhoods are consid-

ered
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Figure 6: Performance of the upper constructor when 2 (left), 3 (middle) or 4 (right) neighborhoods are consid-

ered.
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Figure 7: Performance of the lower constructor when 2 (left), 3 (middle) or 4 (right) neighborhoods are consid-

ered

IVFR are analyzed. Experimental results show that

the best method for the studied images is the one

based on the upper constructor. Considering weight-

ing methods, the constant relation between consec-

utive weights is the one performing better. Regard-

ing smoothing parameter, the best choice is α = 0.5.

These results suggest the importance of an adequate

selection of parameters when these methods are ap-

plied to edge detection.

However, in order to set the optimal parametriza-

tion, it is necessary to make a more extensive ex-

perimentation, considering more images, in order to
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Figure 8: Upper (left) and Lower (right) constructors using C5 weighting method and 2,3 and 4 neighborhoods.

check the right configuration. Therefore, as future

work, we plan to consider a larger image database

and to develop other IVFR construction methods.
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